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▪ To evaluate each module of M2CNN, we conduct
ablation experiments.

▪ Multi-Task Learning: Softmax loss doesn’t consider
the relationships of DR images with different stages:

Mean Square Error (MSE) loss is not robust for
classification task:

Multi-task loss:

▪ Multi-Cell Architecture: Small resolution image
often leads to information loss especially when the
lesion is small. Large resolution image will introduce
more computational costs and lead to the gradient
vanishing/exploding problem in optimization.

Multi-Cell Architecture gradually increase the depth of
network architecture and the resolution of images.

Diabetic Retinopathy (DR) is a non-negligible eye
disease among patients with Diabetes Mellitus, and
automatic retinal image analysis algorithm for the
DR screening is in high demand.
▪ Problem：

Label: 0, 1, 2, 3, 4 (Larger number means the severity
of the disease becomes more significant)

▪ Task：
Input: image / Output: it’s grade

▪ Challenge (DR grading ≠ general image classification)：
➢ The classes in DR grading are relational while in

general image classification are not
➢ The image resolution of DR images is significantly

higher than that of general images

▪ Compare our M2CNN method with the former
methods achieving the best performance on Kaggle
challenge and the state-of-the-art method (Zoom-
in-Net).
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Grade 3 Grade 4 

Input scale 
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▪ We propose a Multi-Task Learning strategy to
simultaneously improves the classification accu-
racy and discrepancy between ground-truth and
predicted label.
▪ We propose a Multi-Cell CNN architecture which
not only accelerates the training procedure, but
also improves the classification accuracy.


